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Abstract— It has been shown in the literature that many
MAC protocols for wireless networks, such as the IEEE 802.11
MAC, have a considerable control overhead, which limits their
achievable throughput and delay performance. In this paper, we
study the problem of improving the efficiency of MAC protocols.
We first analyze the popular p-Persistent CSMA scheme which
does not achieve 100% throughput. Motivated by insights from
polling system theory, we then present three polling service-based
MAC schemes, termed PSMAC, for improved performance. The
main idea is to serve multiple data frames after a successful
contention resolution, thus amortizing the high control overhead
and making the protocols more efficient. We present analysis
and simulation studies of the proposed schemes. Our results
show that the proposed algorithms can effectively improve the
throughput and delay performance of p-Persistent CSMA, as
well as providing energy savings. The proposed schemes are
more efficient for handling bursty traffic typically found in
wireless networks. Finally, we observe that the proposed PSMAC
schemes significantly outperformp-Persistent CSMA with respect
to fairness.

I. I NTRODUCTION

Despite the recent advances in wireless technologies, to-
day’s wireless networks still cannot offer comparable data
rates as their wired counterparts. In such networks, medium
access control (MAC) protocols play an important role in
coordinating channel access among the wireless terminals.
In order to accommodate existing and emerging bandwidth-
intensive applications, it is important to improve the efficiency
of wireless MAC protocols, while adopting new physical layer
technologies to obtain higher channel data rates.

Over the years, many MAC protocols have been proposed
for wireless networks, such as ALOHA, Slotted ALOHA, car-
rier sense multiple access (CSMA), and CSMA with collision
avoidance (CSMA/CA). The CSMA/CA-like IEEE 802.11
MAC has become the most popular protocol for single- or
multi-hop wireless networks. However, the IEEE 802.11 MAC
has a considerable control overhead. For example, Xiao and
Rosdahl [1] show that the maximum achievable throughput for
IEEE 802.11a is 24.7 Mb/s, which is about 45.7% of the nom-
inal link capacity. In [2], Woo and Culler find that the RTS-
CTS-DATA-ACK handshake required in transmitting a packet
can constitute up to 40% overhead in a sensor platform. When
used in a multi-hop environment, the problem gets even worse
due to the carrier sensing and spatial reuse issues, making it
hard to provide sufficient end-to-end throughput for paths with
a large number of hops [3]. In addition, the interesting study

in [1] shows that by simply increasing the data rate without
reducing overhead, the enhanced performance is bounded even
when the data rate goes to infinity. It is therefore crucial to
reduce the control overhead of such wireless MAC protocols.

In this paper, we study the problem of improving the
efficiency of wireless MAC protocols. For simplicity, we
consider a single-hop ad hoc network, where all nodes can hear
and directly communicate with each other.1 We first exam-
ine the popularreservation-basedp-Persistent CSMA scheme
(calledp-Persistent CSMA in this paper), which uses RTS/CTS
for contention resolution and thep-Persistent scheme when
sending RTS frames. This scheme differs from the standard
IEEE 802.11 protocol only in the selection of backoff interval.
Instead of thebinary exponential backoffused in the standard,
a backoff interval sampled from a geometric distribution with
parameterp is used. Its performance has also been shown
to closely approximate the standard protocol if the average
backoff intervals are the same (at least from the perspective
of protocol capacity) [4], [5]. We show that this scheme uses
a limited-1 polling service [6] (since after each contention
period, only one data frame is served) which does not achieve
100% throughput for the network.

We propose to use gated or exhaustive polling service for
medium access. Polling is a general way of multiplexing
service requests for a single server from multiple stations[6].
In a polling system, incoming requests are buffered at each
station and are served by the server according to certain order
(e.g., cyclic or random). There are three types of service
policies for a polling system: (i)exhaustive policy, where
the server serves a station until its buffer is emptied; (ii)
gated policy, where the server serves for a station only those
requests which are already buffered in the station when this
service period begins; and (iii)limited-k policy, within which
a station is served until either the buffer is emptied or the
first k buffered requests are served, whichever occurs first.
One special case of limited-k service is the limited-1 service,
where at most one request is served during each service period
(as in most existing MAC protocols). It has been shown that
both exhaustive service and gated service are more efficient
than limited-k service, and they can guarantee bounded delay
as long as the offered load is strictly less than 100% [6], [7].

Motivated by insights from polling system theory [6], we

1We discuss how to extend this work to multi-hop wireless networks in
Section III-D.
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present three polling service-based MAC scheduling algo-
rithms, termed PSMAC, for improved performance. The main
idea is to serve multiple data frames after a successful con-
tention resolution, thus amortizing the high control overhead
over multiple data frames and making the protocols more
efficient. Specifically, PSMAC Algorithm 1 uses the same
p-Persistent strategy in sending RTS frames for contention
resolution, but a winning node will use a gated service or
exhaustive service to serve its queue. An improvement of
Algorithm 1, PSMAC Algorithm 2, maintains multiple virtual
queues, one for each of its neighbors, and the gated service or
exhaustive service is used for one of the non-empty virtual
queues at a winning node. In this way, those nodes that
are not involved in the current service can be scheduled to
sleep, thus achieving energy savings. A further improvement,
PSMAC Algorithm 3, combines the strengths of the first two
algorithms. It also maintains multiple virtual queues as in
Algorithm 2, but when a node wins the channel, it will use
gated or exhaustive service to serve all its non-empty virtual
queues, one at a time. Thus it has the high efficiency of
Algorithm 1, and the capability of sleep-scheduling for energy
savings as in Algorithm 2.

We provide a random polling-based analysis of Algorithm 1
that provides a tight estimate for the achievable average delay.
We also present extensive simulation studies of the proposed
algorithms under various traffic models. Our analysis and
simulation results show that all the three proposed algorithms
achieve considerable throughput and delay improvements over
p-Persistent CSMA. In addition, Algorithms 2 and 3 can
achieve significant energy savings by allowing node sleep-
scheduling. We also find that the proposed schemes are more
efficient for handling bursty traffic, which are typical in
wireless networks [8]. Specifically, when traffic gets burstier,
all the three PSMAC algorithms achieve a similar delay
performance, and the gains overp-Persistent CSMA is larger
than that under the i.i.d. Bernoulli traffic. Another interesting
observation from our simulation results is that, surprisingly,
such performance gains can be achieved without sacrificing
fairness performance. All the three PSMAC schemes achieve
better fairness performance thanp-Persistent MAC. Finally, we
show that the proposed algorithms can be extended to multi-
channel wireless networks and Algorithm 2 can be used in a
multi-hop wireless network. We expect similar performance
gains in these environments.

The remainder of this paper is organized as follows. In
section II, we provide an throughput analysis for thep-
Persistent CSMA scheme. We then present three novel polling
service-based MAC schemes in Section III and our simulation
and analysis performance studies in IV. We discuss related
work in Section V and Section VI concludes this paper.

II. T HROUGHPUTANALYSIS OF p-PERSISTENTCSMA

In this section, we provide an analysis of the throughput
performance ofp-Persistent CSMA (due to its similarity to the
IEEE 802.11 MAC [4], [5]). The purpose is to provide a proper
benchmark for the performance of the proposed schemes.

We consider a slotted-time system throughout this paper,
where each time slot is the combined transmission time of

an RTS and a CTS frame. Frame transmissions are aligned
to the beginning of the time slots. Inp-Persistent CSMA, a
nonempty node, say Node A, first senses the medium at the
beginning of the next time slot. If the medium is idle, Node A
will transmit an RTS with probabilityp in the first half of the
time slot. In the RTS, node A specifies the destination of its
head of line frame, say Node B. If this is the only RTS sent in
that time slot, there is no collision and Node B will reply with
a CTS in the second half of the time slot; otherwise, there is
collision of multiple RTS’s and no CTS will be transmitted.
We assume that each frame has the same length ofL time
slots. If the RTS/CTS dialog is successful, a data frame will
be transmitted in the followingL time slots, right after the
time slot of the successful RTS/CTS dialog. The operation
of this mechanism is illustrated in Figure 1.2 Note that it is
similar to thelimited-1 servicein a polling system, since only
one frame is transmitted in every service period.

For such random access networks, it is more interesting to
study the system under heavy load for performance limits.
Therefore, we make theheavy traffic assumptionin the fol-
lowing analysis. That is, we assume each node has at least one
data frame to transmit at any time. LettingQ be the probability
that only one RTS is sent in a time slot, we have

Q = Np(1 − p)N−1. (1)

Let S be the time measured from the time when the previous
service finishes to the time when one pair of RTS/CTS suc-
ceeds (see Figure 1). We have thatPr(S = k) = Q(1−Q)k−1,
and the average ofS is

E(S) =

∞
∑

k=1

kQ(1 − Q)k−1 =
1

Q
. (2)

The operation ofp-Persistent CSMA can be modeled as a
alternating renewal process[9]: every contention period of
S will be followed by a service period ofL, and S is the
overhead for transmitting theL time slots of data. Therefore,
the average throughput of the system can be calculated by [9]

T =
L

L + E(S)
. (3)

For a given network ofN nodes,T is a function of the
transmission probabilityp. To achieve a high throughput, it is
important to select a proper value forp. We can set the first
derivative ofT with respect top to 0, and obtain the optimal
value as

p∗ =
1

N
. (4)

With some algebra, it can be verified thatp∗ is a maximizer
by checking the the second derivative ofT with respect top.
By settingp∗ = 1/N , we can deriveT ∗(N), the maximum
throughput for eachN as

T ∗(N) =
L(1 − 1

N
)N−1

L(1 − 1
N

)N−1 + 1
. (5)

2For simplicity, we ignore the protocol components such as Inter-Frame-
Spaces (IFS) and ACK frames that are used as in the IEEE 802.11MAC.
However, these components can be modeled as a fixed amount of overhead
and can be easily incorporated into the model (e.g., adding an ACK time slot
after each data transmission in Figure 1).
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Fig. 1. Time-line illustration ofp-Persistent CSMA and the proposed algorithms.
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Fig. 2. The maximum throughput ofp-Persistent CSMA (L = 10).

We plotT ∗(N) versusN in Figure 2 for the caseL = 10. It
can be seen that, in the trivial case of a single user network (all
frames will be lost since there is no receiver), every RTS will
succeed and the throughput achieves its maximum ofT ∗(1) =
L/(L + 1). As the number of nodes increases, the maximum
throughput decreases due to the higher chance of collision.
When N → ∞, the maximum throughput approaches to a
limit of T ∗(∞) = L/(L+e) (from above), wheree is Euler’s
number. For example, ifL = 10 andN = 20, the maximum
throughput is79%; whenN → ∞, the throughput reaches its
limit of 78.6%. The p-Persistent CSMA scheme clearly does
not achieve 100% throughput.

Equations (4) and (5) can also be interpreted as follows.
LettingM be the number of nodes sending RTS in a time slot,
we havePr(M = m) = Ck

npm(1 − p)N−m, and the average
of M is E(M) =

∑N

m=1 mCk
npm(1 − p)N−m = Np, where

Ck
n is the choose functionn choosek. The optimal valuep∗

ensures that, on average, there is only one transmitter in each
competition slot (i.e., E(M) = 1), which leads to the highest
throughput. We will usep∗ = 1/N throughout this paper.

It is worth noting that the maximum throughput (5) is
also a function of frame lengthL. It is possible to achieve
a reasonably high throughput withp-Persistent CSMA by
increasing the frame length. For example, the sum of RTS
and CTS is 34 Bytes in the IEEE 802.11 MAC. If a data

frame is 1000 Bytes long, we have thatL ≈ 30 and T ∗ ∈

[91.7%, 96.8%]. However, dynamic rate adaptation is usually
used in IEEE 802.11 [1], where data frames are transmitted ata
high bit rate (e.g., 11 Mb/s) and control frames are transmitted
at a low bit rate (e.g., 1 Mb/s). In this case, we have thatL ≈ 3
and T ∗ ∈ [52.4%, 75%]. Another question is, can we reduce
the protocol overhead by disabling the RTS/CTS mechanism?
If data frames are directly used in contention resolution, the
system reduces to Slotted ALOHA. Its throughput isQ as
given in (1). It can be verified thatp∗ = 1/N is a maximizer
of Q, and the the optimal throughput isT ∗ = 1/e = 36.8% as
N → ∞, the well-known upper bound for Slotted ALOHA,
which may be even lower than (5).

III. POLLING SERVICE-BASED MAC A LGORITHMS

It is well-known that in a polling system, exhaustive service
has the highest efficiency, limited-1 service has the lowesteffi-
ciency, and the efficiency of gated service lies in between [6].
Thep-Persistent CSMA scheme uses limited-1 service and has
a limited throughput. We will show in the following that when
exhaustive service or gated service is used, the throughputcan
be significantly improved. This is also intuitive, since if more
than one frames are served continuously after a successful
RTS/CTS dialogue, the overhead of the contention period can
be amortized and the system will be more efficient.

In this section, we present three polling service-based MAC
schemes that can improve the throughput, delay, and energy
performance forp-Persistent CSMA-like networks. In Sec-
tion IV, we will show that these improvements are achieved
without sacrificing the fairness performance.

A. PSMAC Algorithm 1

The first polling service-based algorithm, termed PSMAC
Algorithm 1, incorporates agated servicefor frame schedul-
ing [6]. More specifically, all arriving frames (transit or locally
generated) are queued in a common transmission buffer (or,
theglobal queue). Nodes send out RTS/CTS as inp-Persistent
CSMA. In the RTS, the source node specifies the destination
MAC address of itshead-of-lineframe, say Node B. If this is
the only RTS in the time slot, Node B will return a CTS. In
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the RTS, Node A will also specify how many packets will be
transmitted, so that all other nodes will get this information.
However, instead of sending one data frame after a successful
RTS/CTS pair, all frames that have arrived at the source node
before the RTS transmission, will be served back-to-back in
the following slots. Other nodes will start a new round of
competition (using thep-persistent method) when the current
sequence of frame transmissions is over. The operation of
Algorithm 1 is illustrated in Figure 1.

Alternatively, exhaustive servicecan also be incorporated
into this algorithm [6], which is generally more efficient than
gated service in a polling system. However, with exhaustive
service, the source node does not know when the correspond-
ing transmission will be over when it sends an RTS, since
there may be new frame arrivals after the transmission starts.
According to the exhaustive service policy, such frames will
also be served during this service period. When the source
node clears its buffer, it should send a special control frame
in the following time slot to notify all its neighbors, which
will start a new round of competition in the next time slot. We
found that gated service and exhaustive service achieve very
similar performance. Therefore we only present the analysis
and simulations for gated service in this paper for brevity.

1) Delay Performance:With Algorithm 1, the network can
be modeled as agated service random polling system. The
average delay of Algorithm 1 under uniform i.i.d. traffic can
be analyzed as follows. By abuse of notation, we also letS
denote theswitch-over time, which is the time between two
consecutive service periods in a polling system. It is measured
from the time when the previous service is over, to the time
when the next service starts. Since every node sends RTS/CTS
as inp-Persistent CSMA (see Section II), the average switch-
over time is identical to the average contention period inp-
Persistent CSMA, with a geometric distribution. Its mean is
given in (2), and its second moment is

E(S2) =

∞
∑

k=1

k2Q(1 − Q)k−1 =
2 − Q

Q2
. (6)

The average delay of a fully symmetric random gated
service polling system is

E(D) =
1

2

[

δ2

r
+

σ2 + Nrµ(1 + µ) + (N − 1)rµ

(1 − Nµ)µ

]

, (7)

whereµ is the arrival rate to a node,σ2 is the variance of
the arrival process for a node,r = E(S), andδ2 = Var(S) =
E(S2)−E2(S) [7]. In a symmetric system with i.i.d. Bernoulli
traffic, we have thatµ = ρ/N and σ2 = ρ/N − (ρ/N)2,
whereρ is the total arrival rate to the system. We will show
in Section IV that (7) provides a very good approximation for
the average delay when PSMAC Algorithm 1 is used.

2) Throughput Performance:In polling systems, through-
put is closely related to the notion ofstability [10], [11].
A scheme is said to stabilize the system, or achieves 100%
throughput, if it can guarantee bounded delay as long as the
offered load is strictly less than 100% (i.e.,ρ + ǫ = 1, for
0 < ǫ ≪ 1) [6], [7].

As discussed,p-Persistent CSMA achieves a maximum
throughput which is strictly less than 100% (see (5)). On the
other hand, prior work on polling systems has shown that both
exhaustive service and gated service can serve any offered load
less than 100% with bounded delay [6], [7]. Therefore, the
throughput of PSMAC Algorithm 1 should be very close to
100% even when the RTS/CTS overhead is taken into account.
We will demonstrate this point in Section IV.

B. PSMAC Algorithm 2

For wireless networks, it is generally crucial to conserve
energy (e.g., for disposable sensor nodes). It has been shown
that a node in the sleep state consumes far less energy than
in the idle, transmit, or receive state. It is therefore desirable
to schedule nodes to sleep whenever possible, be it a Wireless
LAN [12], a wireless sensor network [2], [13] or an ad hoc
network [14]. We can modify PSMAC Algorithm 1 to enable
such sleep scheduling for energy savings.

In PSMAC Algorithm 2, each node maintainsN −1 virtual
queues, one for each of its neighbors. If there are one or
more non-empty virtual queues, the node first selects one of
them. The selection strategy can be round robin, uniform, or
by following a priority order (e.g., longest-queue-first).The
node then attempts to transmit RTS as inp-Persistent CSMA
to contend for service. In the RTS, it specifiesK, the number
of frames backlogged in the selected virtual queue at this time,
and the ID of Node B, the destination node corresponding to
the selected virtual queue. If the RTS succeeds, Node B will
return a CTS andgated service will be used for this virtual
queue(i.e.,K frames will be transmitted back-to-back to Node
B). All other nodes which are not involved in this transmission,
can be scheduled to sleep during this period and wake up when
the K frame transmissions are over.3

We expect that the throughput of PSMAC Algorithm 2 is
not as high as Algorithm 1, since it uses gated service only
for one virtual queue instead of the global queue at a node.
However, it has its advantage if energy conservation is a major
consideration. Furthermore, our simulation results show that
the PSMAC 2 throughput is very close to100%. Under bursty
traffic patterns, its delay performance is also found to be very
close to that of PSMAC 1 (see Section IV).

C. PSMAC Algorithm 3

For the two PSMAC algorithms, Algorithm 1 is more effi-
cient in bandwidth utilization, while Algorithm 2 is more effi-
cient for energy conservation. Motivated by these observations,
we further extend the algorithms to obtain both advantages.

In Algorithm 3, each node maintainsN − 1 virtual queues,
and nodes compete for the channel by sending RTS as in
Algorithm 2. When a sender successfully wins the channel,
it first broadcasts anannouncement frame. The announcement
frame notifies its neighbors the lengths of all its non-empty
virtual queues, as well as the order in which the virtual queues
will be served. That is, each destination node will know how

3Note that we can set a thresholdKth and schedule a node to sleep only
if the expect sleep period is longer thanKth, in order to avoid frequently
switching between sleep and awake modes with very short periods.
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many frames it will receive, as well as the staring and ending
times for reception, after receiving the announcement frame.
The sender then starts data transmission, clearing the virtual
queues one at a time in the same order as specified in the an-
nouncement frame. All other nodes, except the corresponding
destination of the virtual queue currently being served, can
be scheduled to sleep and to wake up when it is its turn to
receive the frames. If a node finds out that it is not one of the
announced destinations, it can go to sleep and wake up when
all the virtual queues at the source node are cleared.

This way, we obtain a similar service as in Algorithm 1, as
well as the energy conservation capability as in Algorithm
2. There is only one additional frame (the announcement
frame) as extra overhead for each burst of data transmission,
as compared to Algorithm 1. Thus Algorithm 3 achieves
approximately the same delay and throughput performance as
Algorithm 1, and approximately the same energy savings as
Algorithm 2.

D. Extension to Multi-Channel and Multi-hop Networks

So far we have considered a single hop ad hoc network,
where all the nodes can hear each other and share a common
wireless channel. It would be interesting to consider the cases
of multi-hop wireless networks and multi-channel wireless
networks where multiple orthogonal channels are used. Can
we use the three algorithms in such environments?

Although the use of multiple channels offers great poten-
tial for higher throughput, it also brings about challenging
scheduling problems, since now connectivity also depends
on channel assignment, in addition to mobility/distance and
channel dynamics [15], [16]. An effective solutions to the
above problem is to use a common control channel along with
multiple data channels [17], [18]. With PSMAC, we can have
nodes compete in the control channel for gated service of their
backlogged frames in the data channels. We expect similar
performance gains over traditional limited-1 type services as
in [17], [18].

Extension to multi-hop wireless networks is a more com-
plicated issue, since each node now sees a different set
of neighbors and the inherent hidden terminal and exposed
terminal problems should be carefully addressed. Among
the three schemes, it is relatively easier to adopt PSMAC
Algorithm 2 for a multi-hop wireless network. Its operation
is similar to that of IEEE 802.11: each time one receiver
is reserved by a successful RTS/CTS dialog, but a gated
service is used for the virtual queue corresponding to the target
receiver. A question to ask is “how about its performance?”
As will be demonstrated in Section IV, PSMAC Algorithm 2’s
performance on throughput, delay, and fairness approachesto
those of Algorithms 1 and 3 as traffic gets bursty, in additionto
its capability of energy savings. We conjecture that these trends
will also hold true in the multi-hop wireless environment,
where traffic may be even burstier than its wired counterparts
due to large variations on wireless channel capacity [8].

PSMAC Algorithms 1 and 3 require reserve one or more
receivers with a successful RTS/CTS dialog. In a multihop
environment, this requires an additional three-way handshake.

In addition, there is an interesting scheduling problem when
only part of the target receivers are reserved, or a reserved
receiver will be available for receiving only part of the frames
in the corresponding virtual queue at the source node (since
some of them may be involved in an ongoing transmission two
hops away). We are working on these issues and will report
our results in a sequel of this paper.

IV. PERFORMANCEEVALUATION

In this section, we present our performance study for the
proposed algorithms. The delay, throughput, energy consump-
tion and fairness performance of the three PSMAC algorithms
are compared with that ofp-Persistent CSMA under the
following three types of traffic:

• i.i.d. Bernoulli traffic: a frame arrives in each time slot
with a certain probability.

• On-off bursty traffic: frames are generated according to
an on-off model with geometrically distributed on and
off periods. The average on and off periods are 5 for the
results reported in this section.

• Long-range-dependent (LRD) traffic: frames are gener-
ated according to an on-off model with (truncated) Pareto
distributed on and off periods. This type of traffic is much
more bursty than the other two. For results reported in
this section the average on and off periods are 26.7 and
the Hurst parameter isH = 0.7.

Theuniform traffic pattern is used in most of the simulations,
i.e., an arriving frame or burst is equal likely to be destined
to each of the neighbors. In Section IV-C, we also use a non-
uniform traffic pattern for fairness performance study, where a
specific neighbor has a much higher load than all other nodes.
We setL = 10 andN = 20 for most of the simulations and
analysis, except thatN = 6 for simulations with LRD traffic.

The three algorithms andp-Persistent CSMA are imple-
mented using the C language. Each experiment is repeated
10 times with different random seeds and each point in the
figures is the average of the 10 samples. We also compute 95%
confidence intervals for the simulation results. Since theyare
generally very small, we only show the confidence intervals
in the first few figures, but omit them in the following figures
for clarity.

A. Delay and Throughput Performance

We first examine the delay of the proposed algorithms. In
Figure 3, we plot the simulated average delay of Algorithm 1
and Algorithm 3, along with the analysis using (7), under the
i.i.d. Bernoulli uniform traffic. We find that the analysis isquite
accurate: the analytical curves matches the simulation curves,
especially when the system is heavily loaded. The gap between
the two curves, when the load is light, is due to the small
discrepancy between our system and a random polling system.
In a random polling system, after one station is served, the
server may switch to an empty station, resulting in a service
period of zero, followed by a new switch-over period. In our
system, only non-empty nodes will be served, since an empty
node will not send RTS to compete for the channel. Therefore,
a switch-over time isalways followed by a non-zero service
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Fig. 3. Average delays under the uniform i.i.d. Bernoulli traffic.

period in our system. By using the less efficient random polling
system model, the analysis is actually anupper boundof the
delay when the load is light. When the load is heavy, nodes
are less likely to be empty and the two systems behave more
like each other. As a result, the analysis and simulation curves
converge.

The average delay of the three proposed schemes are plotted
in Figure 4 for different traffic models. It can be seen from
Figure 4 that Algorithm 1 and Algorithm 3 have the same
delay performance under the entire range of load examined
and under the three traffic models. These are expected results,
since from the descriptions in Section III, both algorithmsuse
gated service for the global queue at a winning node, while
the only difference is the order at which frames are served.
That is, first-come-first-serve or one virtual queue at a time.
We will show that Algorithm 3 achieves more energy savings
than Algorithm 1 in Section IV-B.

We also plot the delays achieved byp-Persistent CSMA
in Figures 4(a)-4(c), where the traffic is getting increasingly
bursty. In all the figures, the PSMAC schemes outperformp-
Persistent CSMA in delay performance, and the improvements
are bigger when traffic is burstier. Specifically, thep-Persistent
CSMA curve diverges whenρ is close to 79%, while the
PSMAC delays are all bounded for all the traffic models and
all the loads examined.

From Figure 4(a), we also find that all the four schemes
have similar average delay in the low load region. This is
because under a light load, the queues or virtual queues are less
likely to build up. Although gated service is used in the three
proposed algorithms, it usually serves queues with a single
frame and thus reduces to limited-1 service as inp-Persistent
CSMA. However, for the more interesting heavy load region,
the Algorithms 1 and 3 delays are significantly smaller than
that of p-Persistent CSMA. This is because under a heavy
load, the queues are more likely to build up and the gated
service will be more efficient than the limited-1 service. For
Algorithm 2, although load is higher, the average rate to each
virtual queue,µ = ρ/ [N(N − 1)], is still not big enough
to build up large backlogs. Thus a gated service for a virtual
queue is still more like a limited-1 service, and its delay curve
remains close to that ofp-Persistent CSMA. Nevertheless, it
still achieves a higher throughput thanp-Persistent CSMA.
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Fig. 4. Average delays under various traffic models.

When traffic gets bursty, we find in Figures 4(b) and 4(c)
that all the three PSMAC algorithms achieve significant delay
improvement overp-Persistent CSMA. Under a bursty traffic,
the backlogs of the global queues or virtual queues are more
unevenly distributed. There is a high chance for the proposed
algorithms to find a queue (or a virtual queue) with a large
number of backlogged frames, and gated service will achievea
much better delay performance in these scenarios. A somewhat
counter-intuitive observation is that, as traffic gets morebursty,
the Algorithm 2 delay curve almost completely overlaps with
the Algorithm 1 curve, although it only uses the gated service
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TABLE I

ENERGY CONSUMPTIONMODEL [19]

- Transmit Receive Idle Sleep
Power 1400mw 1000mw 830mw 130mw

Normalized 1.4 1.0 0.83 0.13

for a chosen virtual queue (see Figures 4(b) and 4(c)). This
implies that under highly bursty traffic, the frames backlogged
at a node are more concentrated in a small number of virtual
queues (destined to a small subset of neighbors). In these
cases, gated service for the global queue rather than a heavily
loaded virtual queue does not make much difference.

For a polling system, throughput is closely related to the
notion of stability [10], [11]. From Figures 4, we find the
p-Persistent CSMA curve diverges whenρ is close to 79%
for all the traffic models. That is, when the load is close to
79%, the average delay becomes unbounded (i.e., goes to∞).
This verifies our analysis in Section II, since according to (5),
T ∗(N = 20, L = 10) = 79%. For the proposed schemes,
however, bounded delays are achieved even when the load
is very close to 100%. Therefore, PSMAC can stablize the
system [6] and achieve significant improvement in throughput
over p-Persistent CSMA.

B. Energy Savings

For wireless networks, it is very important to conserve
battery power (e.g., for disposable sensor nodes). It has
been shown in prior work that the most effective means of
conserving energy is to schedule nodes to sleep whenever
possible [13], [14]. As discussed, Algorithms 2 and 3 allow
such sleep-scheduling due to the use of virtual queues. We
examine the achievable energy savings in this section.

In the simulations, we use the power consumption model
from [19], which is given in Table I. Note that we use a time
slot as unit of time, and the normalized power (in units per
time slot) is used in our simulations. In Figure 5, we plot
the simulated average energy consumption, i.e., the average
normalized energy consumed per node per time slot, for all
the four schemes under the i.i.d. Bernoulli traffic, the on-off
bursty traffic, and the LRD traffic. The load isρ = 0.7 for the
first two and 0.4 for the LRD traffic simulations. We vary the
number of nodesN from 2 to 20.

It can be seen thatp-Persistent CSMA and Algorithm 1
consume almost the same amount of energy per node per time
slot, while Algorithm 2 and 3 are much more energy efficient.
For example, whenN = 20, the average energy consumption
of p-Persistent CSMA is 0.8590, while the average energy
consumption of Algorithm 2 is 0.4166. The normalized reduc-
tion is (0.8590 − 0.4166)/0.8590 = 51.5%. Note that when
N = 2, all the schemes have similar energy consumptions.
This is because there is no way to schedule nodes to sleep
whenN = 2; when one node is transmitting, the other node
must be receiving.
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Fig. 5. Energy consumption under various traffic models.

C. Fairness Performance

One general concern of using the gated or exhaustive
service is fairness performance. Usually, compared to limited-
1 service, these two service disciplines favor heavily loaded
users. In this section, we examine the fairness performance
using the fairness index defined as follows [20],

f(D1, D2, · · · , DN ) =
(
∑N

i=1 Di)
2

N
∑N

i=1 D2
i

, (8)

whereDi is the average delay of nodei, i ∈ [1, 2, · · · , N ].
This fairness index generally varies from 0 to 1. When all
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nodes have the same average delay, we have thatf = 1 and
the system is 100% fair. As the disparity increases, fairness
decreases for schemes which favor only a selected few nodes.
For example, when the delay of one node is dominant (i.e.,
D1 ≫ Di, ∀i 6= 1), the fairness index isf ≈ 1/N (and
limN→∞ f = 0).

Under the uniform traffic pattern, our simulation results
show that all the schemes have a similar fairness index. We
omit these results for brevity. Now let’s consider anonuniform
traffic pattern as follows. Recall thatρ is the arrival rate to the
system andµi the arrival rate to Nodei. The arrival rates to
the nodes are determined as

µi =

{ ρ

2 , i = 1
ρ

2(N−1) , 2 ≤ i ≤ N
and

N
∑

i=1

µi = ρ. (9)

With this non-uniform traffic pattern, Node 1 is heavily loaded,
while all the other nodes are lightly and equally loaded.

Figure 6 shows the fairness index achieved by the four
schemes under the i.i.d. Bernoulli, the on-off bursty and the
LRD traffic. It can be seen that when loadρ is low, the fairness
indices of all the schemes are almost the same. For increased
ρ, thep-Persistent CSMA fairness index drops quickly, while
the fairness curves of Algorithm 1 and 3 remain at high values
close to 1. Specifically, under i.i.d. Bernoulli traffic and the on-
off bursty traffic, thep-Persistent CSMA fairness index drops
to f = 1/N = 5%, when ρ is beyond 50%. This indicates
that one of the nodes, i.e., Node 1, has a large average delay
that dominates the delays of all other nodes. This is illustrated
in Figure 7 for the case ofρ = 0.7 under the on-off bursty
traffic. Whenp-Persistent CSMA is used, the Node 1 delay
is 18147.5, which is much larger than the delays of other
nodes (ranging from 320 to 350). We also find that the average
node delays achived by the three PSMAC algorithms are all
lower than the correspondingp-Persistent CSMA node delay.
Furthermore, the Node 1 delay is slightly lower than those
of all the other nodes when Algorithms 1 and 3 are used,
and slightly higher than those of all the other nodes when
Algorithm 2 is used. The PSMAC fairness indices are all much
larger than that ofp-Persistent CSMA.

These are quitecounter-intuitive results, since, contrary to
the common belief, the use of gated (or exhaustive) service
does not result in poor fairness performance. Rather, the three
PSMAC schemes achieve much better fairness performance
than p-Persistent CSMA. This is largely due to the high
efficiency of the polling service-based schemes;all the queues
are efficiently served and the delays of those lightly loaded
nodes are only slightly increased (due to the heavily loaded
node). Thus the benefit introduced by gated service to a
heavily loaded node does not seriously increase the delay of
other nodes. Fairness is not sacrificed for improved delay and
throughput performance.

V. RELATED WORK

Efficient MAC schemes have been the subject of intensive
research for years. There have been a large number of MAC
schemes proposed in the literature for wired and wireless
networks, such as ALOHA, Slotted ALOHA, CSMA, and
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Fig. 6. Fairness indices under various traffic models.

CSMA/CA. This research regained considerable interests re-
cently, largely due to the dominant adoption of IEEE 802.11
family protocols [12], [21] and Bluetooth [22] for wireless
LANs as well as multi-hop wireless networks [1], [2], [4], [5],
[13]–[19], [23], [24]. To the best of our knowledge, none of the
schemes use a gated or exhaustive service for a winning node.
Using such polling services is analogous to the move from
Stop-and-Wait flow control to Go-Back-N: by allowing a larger
transmission window, a higher throughput can be achieved.
In the proposed algorithms, by using the gated or exhaustive
service, more frames are served for a winning node, thus the
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channel contention overhead can be amortized over the frames
and higher efficiency can be achieved.

The master-driven architecture of Bluetooth piconets pro-
vides an ideal setting for applying polling-based scheduling.
In fact, polling is adopted in Bluetooth piconets for access
control, although the actual scheduling policy has not been
prescribed in the current standard [22], [23]. In addition,a
polling mechanism has been incorporated in the recent IEEE
802.11e Hybrid Coordination Function (HCF) [21]. In the
HCF Controlled Channel Access (HCCA) mode, the hybrid
coordinator (HC) (co-located with the QoS Access Point
(QAP)) controls the polling mechanism, to assign transmission
opportunity (TXOP) to QoS enhanced stations (QSTA), which
is a bounded time interval in which a QSTA is allowed to
transmit one or more frames. Again, the scheduling policy is
not specified. In both cases, a centralized controller is required
to poll the secondary nodes according to some predefined
policy, which is different from the random access and fully
distributed approach taken in this research.

An analysis is presented in [1] on the throughput and
delay performance bounds for the IEEE 802.11 protocols. The
authors show that by simply increasing the data rate without
reducing overhead, the enhanced performance, in terms of
throughput and delay, is moderate even when the data rate
goes to infinity. This interesting work provides a motivation
for reducing control overhead in IEEE 802.11-like wireless
networks.

In two recent papers [17], [18], the authors analyze the
split channel MAC schemes that are based on the RTS/CTS
dialogue and the pure-ALOHA orp-Persistent CSMA for
contention resolution. The shared channel is split, eitherin
time or frequency, into multiple channels: one is used for
control and the rest for data. An interesting observation isthat,
under certain conditions, the maximum achievable throughput
of the split-channel MAC schemes is lower than that of the
corresponding single-channel MAC schemes. Note that the
limited-1 service is used in [17], [18]. As discussed, our
scheme can be adapted to the multi-channel case for improved
performance.

VI. CONCLUSIONS

In this paper, we presented three polling service-based
MAC schemes (termed PSMAC) for reducing control overhead
and achieving performance gains. We presented analytical
and simulation studies of ap-Persistent CSMA reservation-
based scheme and the three proposed schemes, under various
traffic models. The proposed PSMAC algorithms achieve
significant gains on throughput, delay, and energy consumption
over p-Persistent CSMA. In addition, we found PSMAC can
effectively handle bursty traffic typically found in wireless
networks. Our simulation results also show that due to the high
efficiency of the proposed schemes, the performance gains
can be achieved without hurting the fairness performance. We
discussed strategies to adopt the proposed schemes for multi-
channel or multi-hop wireless networks, which will be reported
in a sequel to this paper.
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